RESEARCH ARTICLE | SEPTEMBER 25 2024

Random walk in random permutation set theory ©
Jiefeng Zhou @ ; Zhen Li @ ; Yong Deng & ©

’ ") Check for updates ‘

Chaos 34, 093137 (2024)
https://doi.org/10.1063/5.0220154

@ B

View Export
Online  Citation

©
c
-
=
O
-
-
©
IE
2
o
Iﬂ
§e)
=
(]
)
c
C
<

of Nonlinear Science

Articles You May Be Interested In

Dempster-Shafer evidence theory-application approach

AIP Conf. Proc. (August 2023)

Characterizing unstructured data with the nearest neighbor permutation entropy

Chaos (May 2024)

Modelling the eye movements of dyslexic children during reading as a continuous time random walk

Chaos (August 2023)

APL Quantum

)

/ Latest Articles Now Online

AIP
Read Now Publishing

AIP
4/‘_ Publishing

81:L¥'G0 20T 189010 2L


https://pubs.aip.org/aip/cha/article/34/9/093137/3314059/Random-walk-in-random-permutation-set-theory
https://pubs.aip.org/aip/cha/article/34/9/093137/3314059/Random-walk-in-random-permutation-set-theory?pdfCoverIconEvent=cite
javascript:;
https://orcid.org/0009-0003-0424-2381
javascript:;
https://orcid.org/0000-0002-5156-3730
javascript:;
https://orcid.org/0000-0001-9286-2123
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0220154&domain=pdf&date_stamp=2024-09-25
https://doi.org/10.1063/5.0220154
https://pubs.aip.org/aip/acp/article/2852/1/090003/2908664/Dempster-Shafer-evidence-theory-application
https://pubs.aip.org/aip/cha/article/34/5/053130/3294517/Characterizing-unstructured-data-with-the-nearest
https://pubs.aip.org/aip/cha/article/33/8/083116/2905799/Modelling-the-eye-movements-of-dyslexic-children
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2533015&setID=592934&channelID=0&CID=911456&banID=522322163&PID=0&textadID=0&tc=1&rnd=2575803981&scheduleID=2451216&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3Apubs.aip.org%22%2C%22inurl%3A%5C%2Faip%22%5D&mt=1728711678317357&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fcha%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0220154%2F20174891%2F093137_1_5.0220154.pdf&hc=7e89bda38af3b559cfae4d7deea2e67b5f6aa75c&location=

Chaos ARTICLE

pubs.aip.org/aip/cha

Random walk in random permutation set theory

Cite as: Chaos 34, 093137 (2024); doi: 10.1063/5.0220154
Submitted: 23 May 2024 - Accepted: 3 September 2024 -

©@ h

®

Published Online: 25 September 2024

View Online Export Citation CrossMark

Jiefeng Zhou,': (&) Zhen Li,> ) and Yong Deng'"

AFFILIATIONS

TInstitute of Fundamental and Frontier Science, University of Electronic Science and Technology of China,

Chengdu 610054, China

2China Mobile Information Technology Center, Beijing 100029, China

@ Also at: Yingcai Honors College, University of Electronic Science and Technology of China, Chengdu 610054, China.
) Author to whom correspondence should be addressed: dengentropy@uestcedu.cn and profdeng@hotmail.com.
Also at: School of Medicine, Vanderbilt University, Nashville, Tennessee 37240, USA.

ABSTRACT

Random walk is an explainable approach for modeling natural processes at the molecular level. The random permutation set theory (RPST)
serves as a framework for uncertainty reasoning, extending the applicability of Dempster-Shafer theory. Recent explorations indicate a
promising link between RPST and random walk. In this study, we conduct an analysis and construct a random walk model based on the
properties of RPST, with Monte Carlo simulations of such random walk. Our findings reveal that the random walk generated through RPST
exhibits characteristics similar to those of a Gaussian random walk and can be transformed into a Wiener process through a specific limiting
scaling procedure. This investigation establishes a novel connection between RPST and random walk theory, thereby not only expanding
the applicability of RPST but also demonstrating the potential for combining the strengths of both approaches to improve problem-solving

abilities.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0220154

Random walk models simulate natural processes by modeling
step-by-step movements as random variables. The random per-
mutation set theory (RPST) is an uncertainty reasoning frame-
work extending evidence theory with ordered information. This
study reveals a promising connection between RPST and ran-
dom walks. By constructing a random walk model based on RPST
properties and analyzing it through simulations, the key finding
is that the RPST-generated random walk exhibits characteristics
similar to a Gaussian random walk and can be transformed into
a Wiener process (Brownian motion)—through scaling. Specif-
ically, the RPST walk displays normally distributed step sizes,
variance growing quadratically with steps, and convergence to
Wiener processes in the limit. This novel link between RPST and
stochastic processes implies possibilities for improved function-
alities in various applications utilizing both methods.

I. INTRODUCTION

Random walk models have been used to simulate various natu-
ral processes. These models are particularly useful for understanding
molecular-level dynamics (Ansari-Rad et al., 2012; Kessing et al.,
2022; and Thompson et al., 2022), complex networks (Wang ef al.,

2021), and so on. Correlated walks are specialized category of ran-
dom walks. In correlated walks, the moving particles have a memory
of their previous steps. This memory affects the direction of the next
step, making the order of the steps important (Tojo and Argyrakis,
1996).

The Dempster—Shafer evidence theory (DSET), also known as
evidence theory, is a framework used for reasoning under uncer-
tainty (Dempster, 1967 and Shafer, 1976). In contrast to probability
theory, DSET utilizes mass functions to assign beliefs to subsets of a
power set, rather than to individual outcomes in the sample space,
allowing for a more flexible approach to defining belief assignments.
Moreover, DSET has been extended to complex evidence theory
(Xiao et al, 2023 and Xiao and Pedrycz, 2023) and quantum evi-
dence theory (Xiao, 2023a; 2023b), which are applied to various
fields, such as time series analysis (Cui et al., 2022; Qiang ef al.,
2022; Contreras-Reyes and Kharazmi, 2023; Kharazmi and Contr-
eras-Reyes, 2024; and Zhang and Xiao, 2024), quantum Dempster’s
rule of combination (He and Xiao, 2024), software risk assessment
(Chen and Deng, 2024), and so on. However, DSET struggles to han-
dle ordered information in certain real-world problems. To address
this limitation, the random permutation set theory (RPST) is pro-
posed (Deng, 2022). By introducing the concept of permutation
events, RPST effectively considers the order of elements and expands
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the power set and mass function into the permutation event space
(PES) and permutation mass function (PMF). Similar to Shannon
entropy (Shannon, 1948) in probability and Deng entropy (Zhao et
al., 2024) in DSET, the RPS entropy is proposed by Chen and Deng
(2023) to quantify the uncertainty in RPST. The orthogonal sum in
DSET is further extended in RPST by considering the order of the
elements in evidence (Wang et al., 2024).

One research area of focus in DSET and RPST is its physi-
cal implications. For instance, in DSET, Li and Xiao (2023) derived
normal distribution from maximum Deng entropy, and Zhao et al.
(2024) found intriguing linearity in Deng entropy. In RPST, Zhan et
al. (2024) established a bridge between thermodynamic entropy and
information entropy from the perspective of measurement, delved
into the PMF condition for maximum entropy in RPST. Zhao ef al.
(2023) further demonstrated that the information dimension associ-
ated with this PMF condition is 2, similar to the fractal dimension of
Brownian motion. Moreover, the mean square distance in a Brown-
ian motion denoted as r? is proportional to the time elapsed. While
in our previous research, it is showed that the limit form of max-
imum RPS entropy is e - (n!)’, exhibiting similarities to r2 (Zhou
et al., 2024). These collective discoveries hint at a potential con-
nection between RPST and Brownian motion, or random walk in
mathematics.

In this paper, we conduct an in-depth analysis of RPST and
construct random variables based on its properties. We then gen-
erate a random walk using these random variables. Finally, we
demonstrate that this type of random walk shares similarities with a
Gaussian random walk and can be converted into a Wiener process
through scaling.

In general, we builds a bridge between RPST and random
walk theory, revealing their potential applications in modeling com-
plex real-world phenomena. For example, in fields such as financial
modeling, where asset prices exhibit random walk behavior, the
introduction of RPST could enhance the accuracy of predictions by
incorporating the order of events. Similarly, in molecular dynam-
ics, where the paths of particles are critical, the connection between
RPST and random walks could lead to better simulations of molecu-
lar behavior. This connection not only broadens the utility of RPST
but also enhances the problem-solving capabilities of random walk
models, particularly in fields requiring precise handling of ordered
or sequential data. By integrating the strengths of both methodolo-
gies, researchers can develop more robust models that are better
suited to capture the complexity of these systems.

The article is structured as follows. Section II introduces some
key concepts related to this work. In Sec. III, the construction
of RPST-generated random walk is presented. Finally, this article
is summarized in Sec. IV. The proof of this work is attached in
Appendix A.

Il. PRELIMINARIES

Some key concepts about this work are introduced in this
section.

A. Sample space and mass function

Definition 1 (Sample space). A sample space Q is a
mathematical set that contains all possible base events E;, and the

pubs.aip.org/aip/cha

cardinality of sample space is denoted as | - |. The power set of Q is
marked as 2.

Q:{ElaE2>E3>---)En}; |Q|=n (1)

Definition 2 (Mass function). A mass function .Z(-) is a
function that assigns a belief to each subset of a sample space €2,
A 2 22 — [0,1], with the following constraints:

Yoaiy=1, MG)=0, H®) =0. )

B. Random permutation set theory

By introducing ordered information, the random permutation
set theory (RPST) successfully extends the scope of evidence theory.
Some fundamental concepts of RPST are introduced below.

1. Random permutation set

Definition 3 (Permutation event space, PES). The permuta-
tion event space (PES) is a set that contains all possible permutations
of base events of €2,

PES(Q) = {pyli=0,1,...,mj=1,2,...,P(n,i)}
= {0, [E:], (Bl .., [Ea), [Er, Eo), [Es  Edl . .,
(En—1> En), [Ens Egrls - - .,
(E1,Es,.. . E\), [En Bt ., Ei]} 3)

where P(n, i) = n!/(n — i)! is the i-permutation of n.

Definition 4 (Permutation mass function, PMF). A permu-
tation mass function (PMF) M is a mapping M : PES(2) — [0, 1],
with constraints

M@ =0, Y Mp)=1 )

PEPES(R)

The random permutation set (RPS) consists of a permutation
event from PES(2) and its associated permutation mass function
(PMF) M: RPS(Q) = {A, M(A)|A € PES(Q)}.

2. RPS entropy

Similar to entropy methods as uncertainty measure in evidence
theory, RPS entropy has been proposed recently (Chen and Deng,
2023). What is more, the maximum RPS entropy and its limit form
are also introduced and proved (Zhan ef al., 2024 and Zhou et al.,
2024).

Definition 5 (RPS entropy). The RPS entropy of a RPS
RPS(2) = {A, M(A)} is defined as

HgPS(M) = — Y M(A)log (M(A)/(F(A) — 1),  (5)

A€PES(R)

where |A] is the cardinality of permutation event A, and F(i)
= i Poj).

RPS entropy is fully compatible with Deng entropy (Zhao
et al., 2024) as used in evidence theory and Shannon entropy
(Shannon, 1948) in probability theory. Such uncertainty mea-
sures have been provided insights for real-world applications
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(Huang et al., 2023a; 2023b; Xiao et al., 2023; and Deng et al., 2024)
and other kinds of uncertainty measures like information dimen-
sion (Zhao et al., 2023 and Ortiz-Vilchis et al., 2024), information
distance (Xiao and Pedrycz, 2023), negation (Kharazmi and Contr-
eras-Reyes, 2023 and Kharazmi et al., 2023), and so on (Kharazmi et
al., 2023 and Kharazmi and Contreras-Reyes, 2024).

Zhan et al. (2024) derived and proved the following PMF
condition of maximum RPS entropy:

F(AD —1
Y [P(n ) (F() — D]

The corresponding maximum RPS entropy for such PMF con-
dition is then expressed as

M(A) = (6)

Hypoeps = log (Z[P(n, i) (F(i) — 1)]) : (7)

i=1

The limit form of maximum RPS entropy can be simplified as
(Zhou et al., 2024)

Hmax—RPS ~e- (n!)z- (8)

This elegant result offers valuable insights into the physical sig-
nificance of RPST. In a study of Brownian motion, Einstein (1956)
demonstrated that the mean square displacement is directly propor-
tional to the elapsed time, expressed as 72 o t. This prompts us to
investigate a potential relationship between (n!)* and r2. Further-
more, Zhao et al. (2023) identified that the information dimension
of the PMF associated with maximum RPS entropy is 2, which
aligns with the fractal dimension of Brownian motion. Collectively,
these findings suggest a possible link between RPST and Brownian
motion, or random walk theory.

C. Random walk

How to model and measure the uncertainty and dynamics of
the system Wang et al. (2017; 2018; 2020; 2022) have attracted much
attention. Random walk is a fundamental topic in probability the-
ory. It is a type of stochastic process, which is a sequence of random
variables that evolve over time. Random walk is formed by the suc-
cessive summation of independent and identically distributed (i.i.d.)
random variables (Lawler and Limic, 2010).

1. General random walk

Definition 6 (General random walk). For Vt € Nt = {1, 2,
3...}, let S; € RY, given a proper probability distribution P: R?
— (0, 1] and a group of i.i.d. random variables {X,|Xt eRite N+},
the general random walk S, with step size distribution P can be
considered the time-homogeneous Markov chain, defined by a
summation of {X;},

SnZSO+X1+X2+...+X,,, (9)

where S; € R is the starting point.
One well-studied variant is the Gaussian random walk, which
has a step size distribution of normal distribution N(0, o?).

ARTICLE pubs.aip.org/aip/cha

2. Wiener process

The Wiener process, also known as Brownian motion, is a fun-
damental concept in probability theory and stochastic processes. It
represents the limiting behavior of a one-dimensional random walk
as the step size approaches zero and the number of steps approaches
infinity.

Definition 7 (Wiener process). For Vne Z,, W(t) is a
Wiener process if

W) = lim W, () = % > &tel0,1,& ~N(O,1). (10)
1<i<|nt]

A Wiener process {W(f), t > 0} has the following properties:

W(0) = 0;

for 0 < s < t, the increments W(t) — W(s) ~ N(0, ¢ — s);

e For any non-overlapping interval [s;,#;], the group of random
variables W(t) — W(s) are independent of each other;

W(#) is almost surely continuous in ¢.

Those properties will be analyzed in our proposed stochastic pro-
cess.

ALGORITHM 1. Random Variable Generator.

Result: A vector in perpendicular coordinates (Vy, V;)
representing the addition of component vectors.

Input: Integer n indicating the length of the set.

Output: Vector in perpendicular coordinates (Vy, V).

1M« [O](n!m)
/* Initialize a zero matrix M with dimensions
(n!yn). */
2 S« {1,2,...,n}
/* Initialize the set S={l1,2,...,n} */
3 for each permutation list p; in all permutations of S. do
4 | M+ p;i
5 end
6 ps < RandomChoice(M)

/* Select a possible permutation sequence p;
from matrix M evenly based on uniform
distribution. */

7 Vi,Vy <=0
/* Initialize sum of x, y components vectors.
*/

8 fori« 1tondo

9 0; + 277[ -

10 X (*a,“COS(@,')
11 yi ¢ a;-sin(6;)
12 Vi Vi+x;

13 Vy <= Vy+yi

14 end

15 return (Vy,V,)
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FIG. 1. Visualization of random variables generation with n ranging from 1 to 12 in 20 000 simulations. Each point on the graph represents a possible random variable, with

the color indicating the frequency of occurrence.

I1l. EXPLORE RANDOM WALK IN RANDOM
PERMUTATION SET

In this section, we will give an in-depth exploration of ran-
dom walk in random permutation set theory. Now let us review the
motivation discussed earlier: the RPST brings order information of
events to expand evidence theory, and the order information can be
viewed as time sequence information since time has fixed order and
flows in one direction. The term “random” inspired us to find the
connection between RPST and random walks in stochastic process.

When generating a random walk based on RPST, it is impor-
tant to consider the order information present in RPST. For conve-
nience, we use list [a;,a,, . .., a,] to express order information and
simulate two-dimensional random walk. First, the random variable
should be defined.

One situation where the ordered information is important is
the matrix multiplication, because matrix multiplication does not
hold commutative property, i.e., AB = BA for most of the matrix
A, B. This inspired us to use matrix to generate a random variable.

Given a permutation sequence, PerS,x; = (a1,az,.. ., a,,)T and
aarbitrary vector Vo = (x,y) ", we want to output a random variable
vector V; = (V,, V,)"top. This can be done by the following com-
putation. First, we randomly generated some invertible matrices My

=M, M, ..., M;,...M,)", then we compute Vec; = g; - M,-f/o for
each M; and each a;, getting n component vectors Vec;. Then, we
have a summation vector V; = ), Vec; by adding all component
vectors.

For the convenience of illustration, we use two-dimensional
rotation matrix R(0),,, to replace M; in the following way:

cosf sinf
Rz = (sinQ cosG) ’ (1
My = (R(6), R*(6y), ..., R (6),... ,R"(eo))T ) (12)

We use the following algorithm to generate a random variable.

A. Generating random variables

Definition 8 (Random Variable Generator, RVG). Given a
positive integer n, the random variable generator (RVG) is defined
by Algorithm 1.

Algorithm 1 takes an integer » as input, outputting a vector
in perpendicular coordinates marked as a random variable. The n
denotes the number of component vectors, and the cardinality of a
possible permutation sequence p; = (a;, 4y, . . .,a,). The reason of
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FIG. 2. Histogram of random variables with respect to V, and V.

choosing possible permutation sequence is discussed in Sec. III B.
After the possible permutation sequence p; is selected, the num-
bers in it indicate the length of each component vector. As for
the direction of each component vector, we choose to divide 2w
into n piece evenly, so each component vector ¥; can be defined as
= (a;,2 - j - w/n). Then, we output the random variable (V,, V,)

(&S

=V, by adding all component vectors.

As shown in Fig. 1, we simulate 20 000 random variables with
n ranging from n =1 to n = 12. The index at the top of each
sub-figure denotes the number of possible random variables (when
n > 7, the number may be inaccurate due to limited simulation),
while the color in each node represents the frequency in simulation.
All numerical results are rounded to eight decimal places.

For n=1,2,3, there are 1!,2!,3! kinds of values of ran-
dom variables, respectively. While for n = 4, there are not 4!
= 24 but 16 different values of random variable, as shown in the
figure. This can be predicted, because when n =4, each com-
ponent vector has a fixed direction, which are 7 /2, 7, 37/2,
and 27, respectively. This means each of these vectors points
either horizontally or vertically. So each sum in the resulting vec-
tor’s x or y direction can be produced in four ways: [1(2 — 1,
3—-2,4—3),2(3—-1,4—2),3(4 — 1)], which yields four different
combinations: (1,3),(3,1),(2,2),(1,1). Since each of four ways

implies a rotation direction, which in turn leads to the x and y coor-
dinates of the vector being multiplied by either +1 or —1. Thus,
there are 4 x 4 = 16 unique possibilities.

This explanation can be extended to the cases of n =5 and
n = 6. However, the number of possible random variables grows
rapidly when n > 7, compared with the simulation of n = 6. This
is intuitive due to the rapid growth of factorial.

We examined the specifics of each random variable simulation
concerning V, and V). The histogram in Fig. 2 displays the distribu-
tion of V,, V, values in 20 000 simulations. The x-axis and y-axis in
each sub-figure represent the value and frequency, respectively. The
symmetrical distribution of frequencies in each interval suggests that
the expected values of V,, V, should be zero, a finding supported by
the results in Fig. 3. It is also anticipated that as the number of sim-
ulations denoted by # tends toward infinity, V,, V,, will converge to
a normal distribution.

Another important statistic property is the variance, Fig. 3
shows the variance of V,, V, in different values of n. As n increases,
the variance of both V, and V, will grow like binomial function,
which means Var(V,,) o (n* + n). This variance growing speed
property is another necessary feature of random walk. In Fig. 3,
we compared the variance of both V, and V), the linearity between
them indicates that V, and V, are independent and symmetrical,
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Var(V;) with respect to V, and V,,
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FIG. 3. Variance and mean value of V; with respect to V, and V.

ensuring that this simulation method is like Wiener process, which
is invariant to rotations.

B. Simulating random variables for random walk

One common way to simulate random walk is adding a
sequence of i.i.d. random variables. For example, V; form a normal
distribution N(i,02), where i and o are the mean and standard
deviations of the normal distribution, respectively. Then, the sum
of normally distributed random variables is a random walk (Lawler
and Limic, 2010),

t
$=Y V, (13)
i=0

where f/,- is marked as a step, Vj is the starting value of the random
walk, and ¢ is the number of steps. Inspired by such method, we tend

to use such method with random variables simulated from RPST to
generate random walk. .

To generate a ideal random variable V;, we first should deter-
mine the length of the possible permutation sequence, i.e., n in
RVG.

Based on the maximum RPS entropy, an natural idea is to
delve a distribution from RPST and use it as probabilities associ-
ated with each possible permutation sequence. Given a fixed set
A = {A1,Ay,..., A}, the belief assigned to possible permutation
sequence whose cardinality is identical is the same. When the length
of a possible permutation sequence is determined, then we can select
one of the possible permutation sequence evenly as our probabilities
association method, and that is why we use uniform distribution as
the probabilities associated with each possible permutation sequence
in Sec. [ A.

Definition 9 (RPST distribution). Given a maximum length
of permutation sequences N, there are P(N, n) choices to select a
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Permutation Distribution, n=10
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FIG. 4. Discrete probability distribution of Pp,,(n|N) and Pgps(n|N) with N = 10.

possible permutation sequence with a length of n. The possibil-
ity of selecting n as the length of possible permutation sequence,
when combined with the maximum RPS entropy, defines the RPST
distribution as follows:

P(N,n)[F(n) — 1]
SN IP(N, ) (FG) — D]

Prps(n|N) = P(N, 1) - Mizpj = (14)

To illustrate the validity of the proposed method, we consider
the following way to select a possible length »n for permutation
sequence with the same probability as follows.

Definition 10 (Permutation distribution). Given a maximum
length of permutation sequences N, there are Y i! kinds of per-
mutation sequences, the permutation distribution is defined to
choose a possible length #n based on the number of permutation
cases,

P(N,n) ~ P(N,n)  P(N,n)

SN pm FM -1 ey P

PPer(n|N) =

ie., the possibility of selecting a possible sequence length » is
in proportion to the magnitude of permutation P(N, n). In other
words, given a maximum length of permutation sequences N, the

TABLE I. The last six elements’ probability assignment of distribution Ppe.(n|N) and Pgps(n|N), all results are rounded to five digits.

N n=N-5 n=N-4 n=N-3 n=N-2 n=N-1 n=N SN s P(nIN)
Pp(nN) 6 3.0700 x 10° 1.5340 x 1072 6.1350 x 1072 1.8405x 10~}  3.6810 x 10~  3.6810 x 10~ 1.0000 x 10~°
10 3.0700x 1073 15330 x 1072 6.1310 x 10~  1.8394 x 107!  3.6788 x 107!  3.6788 x 10~!  9.9941 x 107!
18 3.0700x 1073 15330 x 1072 6.1310 x 10~ 1.8394 x 107!  3.6788 x 107!  3.6788 x 10~!  9.9941 x 107!
’ 1 1 1 1 1 1 163
o0 5 I 3 2 e e s0¢
Pres(nIN) 6 0.0000 x 10™°  7.0000 x 10=>  1.0800 x 10> 13820 x 107>  1.4035 x 10!  8.4468 x 10~ 1.0000 x 10~°
10 0.0000 x 107  1.0000 x 10~°  2.1000 x 10™*  5.0200 x 10> 9.0430 x 1072  9.0433 x 10~*  1.0000 x 10~°
18  0.0000 x 1070  0.0000 x 10  3.0000 x 10~>  1.5500 x 10™> 52550 x 1072  9.4587 x 10~*  1.0000 x 10~°
00 0 0 0 0 0 1 1
34, 093137-7
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ALGORITHM 2. Random walk generator.

Result: A matrix 7;«» representing the discrete time

stochastic process.

Input: An integer ¢ indicating the number of time steps, a
selection method P (Pp,r(n|N) and Pgps(n|N)), the
maximum sequence length N.

Output: A matrix T with size of # x 2.

Lenget < GenLen(P,N)

/* Create a set of lengths with constraints to

maximum length of N, the set is used for
generating random variables. */

[

2 fori=2tot do
3 | Temp_Vec =RVG(Len_Seti_1) T; < T,_i + Temp_Vec
4 end
/* Generate value of random walk at each time
step. */
5 return T

probability of selecting a possible permutation sequence from all
le - n!] sequencesis 1/(e- n!]).

We plot the discrete probability distribution of Pp,,(n|N) and
Prps(n|N) with N = 10 in Fig. 4. Table I lists the details of the last six

RPS distribution: N=10

2000

ARTICLE pubs.aip.org/aip/cha

elements’ probability assignment for those two distribution. Based
on above, it is obvious that the last six elements take up most of the
probability assignment. Thus, when selecting a possible length for
permutation sequences, Pp,, (1| N) tends to choice # from [N — 5, N],
while Pp,,(n|N) like to assign most of the probability to n = N with
a bigger N. The limit form of Pp,,(1|N) and Pgps(n|N) is discussed in
Appendix A.

C. Generating random walk with random variables

Using Sec. 111 B as a construction of generating random walk,
we design the following algorithm to generate random walk with
random variables.

Definition 11 (Random walk generator, RWG). Given a pos-
itive integer T denoted as time steps, the maximum length of permu-
tation sequence N, and the distribution method P(n|N), the random
walk generator (RWG) is defined by Algorithm 2.

Algorithm 2 takes the number of time steps ¢, a distribution P
used for selection method, and N indicating the maximum length of
permutation sequence, as inputs, returning a matrix T storing values
at each time step.

Figure 5 shows results across different N and P. The color
map illustrates the temporal evolution of the random walk’s trajec-
tory. As N increases, the discrete-time stochastic process T, which

Permutation distribution: N=10

2000

400
0
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3004 1500 ~1001 1500
1250 —2001 1250
200 3 g
> 1000 ¢ > —300 1000 ¢
£ £
1004 750 4001 750
500 5004 500
01
250 250
—600 -
" r " " v v 0 " - : : " 0
-400 -300 -200 -100 0 100 -150 -100 -50 0 50
X X
RPS distribution: N=30 Permutation distribution: N=30
2000 2000
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1750 2001 1750
4 ATV
0 Az
~1000 1 1500 N 1500
~200 A
1250 1250
g 400 g
L. —20001 1000 9 = 1000 5
£ y €
s —600 - 4 S
750 1V 750
3000 1 —800 1
500 500
~1000
250 250
—40004 -1200
: : : : : 0 : : v . : 0
-400  -200 0 200 400 600 800 1000 1200 -500 0 500 1000 1500 2000
X X
FIG. 5. Visualization of random walk from distribution Pp, (n|N) and Pges(n|N), where color map is showing the time steps.
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Rescaled Random Walk, N=36
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FIG. 6. Scaled random walk with different N and the Wiener process with a time step of 2000 and variance control factor o = 24.
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FIG.7. Component value of random walk and the Wiener
process of Fig. 6, the 2000 time steps are converted to time
t € [0, 1] for convenience and o is set to 24 o = 24.
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FIG. 8. Variance (left) and mean (right) value of the Wiener process W (t) and limi
factor, time steps, and the number of simulations are set to 100, 200, respectively.

is generated from RPST distribution Pgps, shows a motion pattern
resembling random walk, characterized by randomly distributed
points in space.

Comparing the results of N =10 and N = 30, the motion
exhibits stochastic self-similarity as in random walk. This is because
at each time step, this RPST-generated motion will walk through the
space for each n directions (n being the possible length of permuta-
tion sequence with a maximum length of N). These n paths can be
decomposed into x and y directions in perpendicular coordinates,
similar to the two-dimensional random walk where the walker ran-
domly chooses one of two perpendicular directions with a fixed step
size.

To compare the proposed method’s limit scale form with
the Wiener process, we employ a method similar to Definition 7,
to simulate the limit scale form of the RPST-generated random
walk,

RW,n() = > Vi, telo1], (16)

\/_ f 1<i<|nt]

where N is the maximum length of a permutation sequence, 7 is the
number of time step, and ¢ is a variance control factor that scales

ARTICLE pubs.aip.org/aip/cha
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t scale form of random walk from RPST RW,, (f) across various N and variance control

the variance of RPST-generated random walk . As N,n — infty,
RW, n(t) toward to a Wiener process, the details are discussed in
Appendix A.

The only difference to the Wiener process as a limit scale form
of random walk is that the re-scaling factor ,/0/ (N+/N). This is due
to the fact that the random variables generated from RPST have
variance growing like binomial function, as shown in Fig. 3. Thus,
this redesigned re-scaling factor ensures the variance of random
variables is invariant to n.

Since simulations are discrete, and for convenience of illustra-
tion, we generate the proposed stochastic process T with a time step
of 2000 and re-scale to RW,, 5 () with setting o0 = 24.

As shown in Fig. 6, the scaling RPST-generated random walk
do visually seem the same as standard Wiener process, not only the
randomly walked point path but also the boundaries. More details
about the component values about X and Y axis are plotted in Fig. 7.
Based on this result, it seems that the proposed stochastic process
converges to the Wiener process as N increases. However, additional
verification is required before reaching a definitive conclusion.

In Fig. 8, the mean and variance values of various
stochastic processes are compared to the Wiener process across
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different o values, with time steps and sample processes limited to
100 and 200, respectively. The five intervals are set to [0, 20), [0, 40),
[0, 60), [0, 80), [0,100) to minimize errors.

Results show that all proposed methods with different N exhibit
properties similar to the Wiener process in terms of mean value and
variance, where the mean value is zero and variance scales with time
steps. Compared the sub-figures in Fig. 8, the difference lies in the
slope of variance, which is why we introduce the variance control
factor o to regulate the variance of the proposed stochastic process.
This ensures that the variance of the process aligns with that of a
Wiener process.

From the results and analysis presented above, it is evident
that as the sample size (N) increases, the RPST-generated random
walk converges to a Wiener process, which is the limit scale form of
a two-dimensional random walk. This demonstrates the successful
derivation of a random walk from RPST.

IV. CONCLUSION

Random permutation set theory (RPST) is a promising exten-
sion of evidence theory that introduces ordered information to its
reasoning framework. The indexed order in RPST can be viewed
as a time series, which motivates the exploration of a connection
between RPST and random walk, a fundamental topic in probability
theory. This paper demonstrates that RPST can be used to construct
a Gaussian random walk and, in the limit, a Wiener process. The
established link between RPST and random walk provides insights
into the physical meaning of RPST and enables its application in
existing random walk domains. This not only expands the applica-
tion scope of RPST but also provides insights for combination the
strengths of both RPST and random walk for problem-solving.

Future investigations should concentrate on overcoming the
limitations of current study. This may involve elucidating the physi-
cal implications of RPST through its association with random walks.
Subsequently, the application of this random walk model to real-
world scenarios, such as epidemiological modeling, financial market
analysis, and machine learning algorithm, could be explored.
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APPENDIX: PROOF OF DERIVING RANDOM WALK
FROM RPST

In this section, we will analyze the RPST-generated random
walk in detail and demonstrate its similarities with random walk in
mathematics.

1. Analysis on random variables

In Sec. 111, the random variables are first defined for generating
random walk. these variables are generated using the order property
of RPST. As a simulation method, its important statistic properties
like expected value and variance should be reviewed.

a. Expected value analysis. Lemma 1. (Expected value of a
random variable). The expected value of a random variable generated
with RVG is zero, namely,

E[Vi]=0. (A1)

Proof. As described in Algorithm 1, when dealing with an inte-
ger set of length N, the likelihood of selecting a specific permutation
sequence is equal, with a probability of

1
P(V=V}= N (A2)
To determine the expected value in each direction, we calculate the

frequency of numbers appearing in a fixed direction, such as #*.

The magnitude of this direction in a simulation is determined by

al 14+ N
Vonparend = POV = Vil 3 [ N =Dl = =25 (a3)

j=1

Due to symmetry in direction generation and identical magnitudes,
the resultant sum vector (Vx, Vy) is anticipated to yield a value of 0.

Thus, the expected value of (V,, V,) or V; is
E[(V.V,)]=E[Vi]=0. (A4)

O
Figure 3 also displays the mean value of V,,V, in 20000
simulations, suggesting the expected value of V; is zero.

b. Variance analysis. Variance is a measure of dispersion, which
is pretty useful in generating random walk. As shown in Fig. 3, the
variance of V, and V), are quantitatively identical, and both of them
exhibit a binomial growth rate with respect to N.

Lemma 2 (Variance of a random variable). The variance of a
random variable generated from RVG is a binomial function on N,
namely:

Var(V;) &« (N2 + N). (A5)
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Proof. In Fig. 3, it can be directly observed that the variance
of both V; and V), is in proportion to N?. This relationship can be
explained from the following perspectives.

As indicated in Appendix 1 a, the expected value of magni-
tude in each direction is proportional to the maximum length of
permutation sequence N, while the expected value of V; remains
zero, as demonstrated in Lemma 1. This ensures that as N increases,
the distribution of random variables maintains its symmetry, resem-
bling a round boundary. The size of this boundary is determined by
the value of N, as shown in Fig. 1. Therefore, there exists a critical
value Ny, such that when N, > N; > N,, random variables V,2 gen-
erated with N = N, can be represented by the random variables Vi
generated with N = Nj, denoted as

Via = f(N, = Ny) - Vi, (A6)

where f(x) is a function R — R, as shown in Appendix 1 a.
Then based on the propagation property of variance:

Var(aV) = a*Var(V), (A7)

where a is a constant, and Appendix 1 b, one can easily delve such
result in Lemma 2. O

2. Analysis on permutation distribution and RPST
distribution

Lemma 3 (Limit form of RPST distribution). When N
— infty, the RPST distribution will converge to the following form:

I\}im Pgps(n = NIN) =1 (A8)

Proof. The RPST distribution is based on the maximum RPS
entropy, this distribution will surely converge to P(n = N|N) = 1,
as suggested in Table I. This result is determined by its definition on
Eq. (14). In our previous work (Zhou et al., 2024), we proved that

N
lim 3 [PONi) (FG) = D] —e- (N)* =0, (A9)
i=1

F(N)—1=le-N!] —1 (A10)
Compared with P(N, n)[F(n) — 1], we get

. N!'(le-N!] —1)
NETOIO rps (1 IN) e(N!)Z
Nlle- N| . 1
= lim ————= — lim 3
N—oo  ¢(N!) N—oo ¢(N!)
=1-0
=1 (Al1)

This result ensures that when N is bigger enough, this distribu-
tion will converge to the following probability distribution:

1, n=N;

Pres(nlN) = 0, others

(A12)

d
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This probability distribution can be explained by the maximum
entropy principle. This principle states that the distribution with the
highest entropy is the most likely to represent the current state of
a system. Therefore, the larger the value of N, the more likely it
is that the system will choose the permutation sequence with the
maximum length. This is because a longer permutation sequence
indicates more uncertainty.

However, the probability assignment in Permutation distri-
bution will not converge to a single element. Conducted from
Definition 15, we have

P(N, n)
hm PPer(nlN) - l—>oo |_e N'J

I N! |
= lim m/ (Lle-N1J)

= lim ; (A13)
N—oo ¢(N — n)!

Thus, permutation distribution will converge to the limit form
as shown in Table L. In contrast to the RPST distribution, the per-
mutation distribution exhibits a greater degree of variability, which
hinders the generation of i.i.d. random variables. Consequently, it is
not suitable for simulating random walks.

3. Analysis on RPST-generated random walk

In previous section, it is proved that RPST distribution will con-
verge to a probability distribution shown in Eq. (A12), ensuring its
generation of i.i.d. random variables, which is a necessity for gen-
erating random walk. Some statistics properties of RPST-generated
random walk are analyzed in this section.

The histogram in Fig. 2 displays the generation of random
variables. It is expected that, for a fixed value of N, the RVG will
produce random vectors that adhere to a normal distribution. This
convergence towards a normal distribution is controlled by the cen-
tral limit theorem (CLT) and Donsker’s theorem, which ensure that
as N — oo, the summation vector V; = (V, V,) will be distributed
according to a normal distribution N(0, o), where 62 = f(N)o? and
fIN) oc N? is a binomial function with respect to N. This result is
supported by Lemma 2 and Fig. 3.

Due to the binomial growth of variance, we design the re-
scaling factor ./o/(N+/N) to fitting the variance pattern of the
Wiener process. This re-scaling factor comes from the following
theorem:

Theorem 1. The RPST-generated random walk RW(t) can be
converted to the Wiener process if the following limit form exists:

lim —— Z Vl,te [0,1].

W = ”}\}Lnoonn,N(t) mN—00 N\/_ \/_ 1<i<|nt]

(A14)

Proof. The difference between RW(f) and Gaussian random
walk lies in the variance, if we can scale the variance of RW(¥) to fit
into normal distribution, then following Definition 7 one can easily
proves it.

Chaos 34, 093137 (2024); doi: 10.1063/5.0220154
Published under an exclusive license by AIP Publishing

34, 093137-12

81:1¥'G0 ¥20T 1890100 2}


https://pubs.aip.org/aip/cha

Chaos

As demonstrated in Lemmas 1 and 2, we get

ERW®H]=E|) Vi|=0. (A15)

Then we have

E[RW(#)] Z]E[V2 1+2 Y E[vivj]. (Al6)

1<i<j<t

Since random variables are independent with each other, then
foranyi#j,E [ViVj] =0
Using the equation of variance

Var(X) = E[X*] - E [X]*, (A17)
we get

E[V?] = Var(Vi) o« (N* + N). (A18)

Together with Appendix 3, we get

E[RW(1)] = ZE ] =t (Var(v))) oc N> + N).  (A19)

Finally, the variance of RW(f) has the following property:
Var(RW(1)) = E[RW*(t)] o t(N* + N). (A20)

Compared with Gaussian random walk, the growing speed of
Var(RW(t)) is additionally multiplied by N> + N. In other words,
after t — s steps, the increments of Gaussian random walk Z;_
~ N(0, (t — s)o?), while in random walk from RPST we have Z,_, ~
N(0, (t — s)(N* + N)o'?). Thus, based on the propagation property
of variance, we construct V, = V;/N+/N to offset the term (N> + N).
But there still exists a coefficient between the scaling V; and the
step of Gaussian random walk (or Wiener process in limiting form),
as shown in Fig. 8, so we design a variance control factor g, then
the final scaling factor would be ,/o/ (NV/N). We set o =24 to
approximating Gaussian random walk.

So after scaling the RPST-generated random walk to Gaus-
sian random walk, one can use Donsker’s theorem and Definition
7 to construct the form in Theorem 1 to convert a RPST-generated
random walk to a Wiener process, thus Theorem 1 is proved. |

Similar to a Wiener process, the limit scale form of random
walk from RPST RW, n(0) is also characterized by the following
properties:

e RW, n(0) = 0. This prosperity is achieved by setting the starting
point to zero Vy = 0.

e RW,n() has independent increments. This property is deter-
mined by the fact that each random variables are independent
with each other, following a step size distribution of normal
distribution N(0, fiN)o2).

e For any 0<s <t the increments RW,yn(t) — RW,n(s)
~ N(0,t —s). This can be done by setting the variance factor
© = 24, as shown in Fig. 8.

e RW, n(t) is almost surely continuous in t, this is ensured by
Donsker’s theorem as N, n — oo.
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